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t is widely recognized that traffic will be more and more
dominated by Internet-based services, with respect to tra-
ditional voice traffic [1], thanks to increased adoption of
high-speed access technology and migration of more and

more services toward the Internet Protocol (IP). Voice traffic
is still growing, but at a slower rate. As a result, two main fac-
tors are of critical importance in the development of new-gen-
eration networks (NGNs): the sheer quantity of traffic is
growing rapidly, and the type of traffic is changing.

As a result the telecommunications world is evolving
strongly toward challenging scenarios: the convergence of the
telecom and datacom worlds into the infocom era is becoming
a reality. New infrastructures have to be compliant with such
an infocom network scenario. In practice this means that net-
work infrastructure has to be multiservice, that is, able to sup-
port several types of traffic with different requirements in
terms of quality of service (QoS) [2]. Since IP traffic will be
the dominant portion, network infrastructures must take into
account its characteristics. Two main attributes typify Internet
traffic:
• Its self-similar nature
• Asymmetry of the data flows
As a whole, Internet traffic is not easily predictable and stable
as is traditional voice traffic. Consequently, a basic require-
ment arises for new-generation infrastructure: flexibility and
ability to react to traffic demand changes with time.

Another key issue relates to the fact that even though
Internet traffic is becoming dominant, it does not generate
revenue as do valuable voice services. This, practically, means
that if the network were upgraded by adding bandwidth and
expanding infrastructure in proportion to the amount of data
traffic increase, the revenues would be smaller than the cost.
Thus, in order to be profitable, Internet service providers
(ISPs) and network carriers must both reduce costs by means
of an effective use of network resources and increase revenues
by offering multiservice and QoS capabilities.

Moreover, the migration of all services over IP, including
the real-time ones, requires guaranteeing QoS for a subset of
services that should be comparable to those provided by tele-
com-based networks nowadays.

As a result, several requirements come out for NGNs: pro-
vide fast provisioning, handle traffic fluctuations and growth,
handle the QoS to honor service level agreements (SLAs) for
different types of traffic in terms of bandwidth, delay, packet
loss, or any other quality requirements, and offer multiservice
capabilities.

The challenging task for established network operators is
how to migrate their voice network toward the new-genera-
tion infrastructure, while minimizing the costs of the transi-
tion and taking early advantage of the benefits offered by
next-generation networks.

Multiprotocol label switching (MPLS) addresses these
issues by means of traffic engineering (TE) mechanisms that
allow the advantages of flexibility and performance in conju-
gating layers 3 and 2, respectively [3]. The challenge for
NGNs consists of extending such flexibility and efficiency to
other layers of the network, such as synchronous digital hier-
archy/synchronous optical network (SDH/SONET) and wave-
length-division multiplexing (WDM) in order to consider even
non-packet-based forwarding planes.

Thanks to the MPLS extension by means of generalized
MPLS (GMPLS), the key ingredients to perform efficient TE
for different technologies are available [4]. However, a feasi-
ble solution that is able to use such ingredients is still not con-
solidated. Actually, TE should provide the network with the
possibility to dynamically control traffic data flows, to opti-
mize the availability of resources, to choose routes for traffic
flows while taking into account traffic loads and network
state, and to move traffic flows toward less congested paths.
All these functions should be performed handling different
network layers and technologies.

This article describes a pragmatic network solution that
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addresses the above-mentioned issues by exploiting the gener-
alized version of an MPLS network model in a multilayer sce-
nario, and is able to support QoS and bandwidth on demand
services. Such a solution has been developed in our laboratory
through a testbed that makes use of extended versions of IP
signaling and routing protocols. The goal of this article is to
propose an innovative solution, describe its building blocks
and modes of operation, and discuss its characteristics. The
technical details and performance of the main building blocks
are beyond the scope of the present article.

The article is organized as follows. In the next section the
network scenario and technical background are described. We
explain the proposed solution, specifying the main building
blocks that allow the realization of TE in the multilayer net-
work and the TE system operations in response to different
events. The characteristics of the proposed TE system are dis-
cussed, and finally some conclusions are derived.

The Network Scenario and Technical
Background
Traffic engineering is the process to control traffic flows in
the network in order to optimize resource use and network
performance [5, 6]. Practically, this means choosing routes
taking into account traffic load, network state, and user
requirements such as QoS and bandwidth, and moving traffic
from more congested paths to less congested ones. In order to
achieve TE in an Internet network context, the Internet Engi-
neering Task Force (IETF) introduced MPLS [7], constraint-
based routing [8], and enhanced link state interior gateway
protocols (IGPs) [9, 10] as key ingredients. Actually, it is
widely known that an MPLS control plane together with prop-
er constraint-based routing (CBR) solutions provide the
means for achieving TE, thus allowing the provisioning of new
services based on the bandwidth-on-demand concept, such as
flexible virtual private networks (VPNs).

MPLS
MPLS architecture is a standardized structure able to support
advanced TE solutions and QoS functionalities. It is based on
the separation between data plane and control plane, reusing
and extending existing IP protocols for signaling and routing
functions, while reintroducing a connection-oriented model in
an Internet-based context [11]. The MPLS scheme is based on
the encapsulation of IP packets into labeled packets that are
forwarded in an MPLS domain along a virtual connection
called a label switched path (LSP). MPLS routers are called
label switched routers (LSRs), and the LSRs at the ingress

and egress of an MPLS domain are edge LSRs (E-
LSRs). Each LSP can be set up at the ingress LSR by
means of ordered control before packet forwarding.
This LSP can be forced to follow a route that is calcu-
lated a priori thanks to the explicit routing function.
Moreover, MPLS allows the possibility to reserve net-
work resources on a specific path by means of suitable
signaling protocols, such as Resource Reservation Pro-
tocol with TE (RSVP-TE) or Constraint-Based Rout-
ing with Label Distribution Protocol (CR-LDP) [11].
Thus, the LSP represents a virtual connection in the
MPLS network like virtual circuits and virtual paths in
the asynchronous transfer mode (ATM) world.

In particular, each LSP can be set up, torn down,
rerouted if needed, and modified by means of the vari-
ation of some of its attributes, including the bandwidth
[6]. In fact, the bandwidth of an LSP can be modified
dynamically, just for the desired increment [12],

according to a specific request at the ingress LSR preserving
all the other attributes.

Furthermore, preemption mechanisms on LSPs can also be
used in order to favor higher-priority data flows at the expense
of lower-priority ones, while avoiding congestion in the net-
work. Another important feature of MPLS relates to the pos-
sibility of stacking labels, providing the means to introduce
different hierarchical levels instead of the two provided by
ATM [11]. This feature favors VPN services support and, as is
clarified later, allows extending MPLS control to other tech-
nologies.

Constraint-Based Routing
The combination of the explicit routing function, resource
reservation mechanisms, and CBR in the MPLS network rep-
resents the key to an efficient TE strategy [8]. In particular,
the criteria utilized to choose routes in a network and possibly
to reroute traffic flows toward alternative paths are crucial for
applying TE strategies. Such criteria necessarily take into
account more parameters than simply network topology. A
simple sketch of CBR operations is shown in Fig. 1. In fact,
when calculating the route for a requested path (LSP in the
case of MPLS-based networks), CBR has to take into consid-
eration both network and user constraints. The former regards
the link state and resource availability besides network topolo-
gy, while the latter relates to bandwidth requirements, admin-
istrative groups, priority, and so on. When an explicit route
has been computed, the resource reservation procedure is
started by means of signaling protocols such as RSVP. In this
way, CBR may find longer but less congested paths instead of
heavily loaded shortest paths. Thus, network traffic is dis-
tributed more uniformly and congestions are prevented.

Two main approaches can be considered for calculating
routes: offline and online. Basically, the offline approach
refers to a predetermined route computation, usually accom-
plished by an external network optimization tool (e.g., an
external server), while the online approach refers to an “on
demand” route computation, automatically achieved by means
of signaling protocols or an external tool. The offline approach
is adequate for achieving global path optimization on the
basis of a traffic matrix that represents the foreseen connec-
tion requests for any pair of network nodes. Such a traffic
matrix is usually derived by a statistical expectation of traffic
demands. Logically, this method is quite appropriate when
traffic demand is reasonably stable; traffic changes are not so
important as to require a redesign of the routes for the differ-
ent data flows. This is the case of traditional voice traffic that
is quite predictable and reasonably stable, and thus the traffic
matrix is quite consistent. Unfortunately, Internet traffic is

■■ Figure 1. The principle of constraint-based routing.
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neither predicable nor stable. Therefore, a pure offline
approach could be inadequate since it could lead on one hand
to wasted network resources (the transmission pipes are not
filled) or, on the other hand, to congestion because the
amount of traffic is increased and the assigned resources are
not enough. To promptly react to Internet traffic changes an
online approach could be more satisfactory. In particular, the
online routing method consists in evaluating the route on
demand, when needed (i.e., when there is a new request or a
change of a previous request). Thus, it is suitable to perform a
single LSP accommodation at a time. The main problem in
those cases is to preserve the stability. In fact, instability can
occur when the time necessary to route a new data flow is on
the order of the period of time in which the requests are orig-
inated. Clearly, the online approach is also inadequate to per-
form global path accommodation. Moreover, online routing
may lead to higher resource consumption and is not scalable.
As a result, a hybrid approach could be the best solution in
order to exploit the advantages of both methods.

From the above considerations, it emerges that CBR in real
networks is a crucial and complex issue.

In this article we propose a pragmatic TE system that uti-
lizes an innovative hybrid routing approach. More specifically,
the TE system invokes an offline procedure to achieve global
optimization of path calculation, according to an expected
traffic matrix, while invoking an online routing procedure to
dynamically accommodate, sequentially, actual traffic requests,
thus allowing prompt reaction to traffic changes. As is
described in more detail later, the original contribution of the
proposed hybrid routing solution consists of the integration of
the two routing functions. Such functions can be realized in
different ways, without affecting the applicability of the solu-
tion. Clearly, the ways the two routing functions are achieved
have an impact on system performance, for example, in terms
of accommodated traffic amount.

The GMPLS Paradigm for New Generation Networks

To extend the features of the MPLS technique, the general-
ized version of it (GMPLS) presents a gradual and future-
proof approach toward NGNs [4, 13, 14]. In practice, the
GMPLS control plane can manage heterogeneous network ele-
ments (e.g., IP/MPLS routers, SDH/SONET elements, ATM
switches, and even optical elements) using a suitably extended
version of the well-known IP protocol suite. This makes possi-
ble the realization of a single control plane able to handle a
whole multilayer network. In particular, GMPLS extends the
MPLS concepts even to non-packet-switched technology by
means of the LSP forwarding hierarchy [15]. This is shown in
Fig. 2 [14]. The GMPLS forwarding hierarchy is based on the
multiplexing capabilities of the node interfaces. At the top of

such a hierarchy (external LSP in the figure) are
nodes that have fiber-switch-capable interfaces
(i.e., fiber cross-connects); at the second stage
(λLSP in the figure) are nodes with wavelength
switching capabilities (i.e., optical cross-con-
nects, OXCs); at the third stage (TDM LSP) are
nodes with TDM switching capabilities (e.g.,
SDH cross-connects); at the fourth stage (layer 2
LSP) are nodes with layer 2 switching capabili-
ties (e.g., real MPLS routers or ATM switches);
and at the last stage (packet LSP) are nodes
with packet switching capabilities (e.g., IP
routers). Any stage can be associated with a net-
work domain that can be nested into another
one. The outer domain represents the packet
LSP domain. The layer 2 LSP domain is nested

inside the packet one and so on up to the inner domain repre-
senting the fiber LSP one. It is to be highlighted that each LSP
should be generated and terminated on homogeneous devices
(i.e., belong to the same network domain). On the other hand,
a packet-switch-capable LSP can be nested and tunneled into
an already existing higher-order LSP.

GMPLS can support different network scenarios, where
heterogeneous layers can cooperate in several ways for the
convenience of manufacturers and operators. Without losing
generality, we consider a two-layer network as a reference sce-
nario, consisting of an IP/MPLS layer, whose network ele-
ments are basically LSRs, and a WDM transport layer, whose
nodes are OXCs, as depicted in Fig. 3. Specifically, just packet
LSPs and λLSPs are considered. The latter represent end-to-
end optical connections or lightpaths.

Interworking between the IP/MPLS and optical layers is
another key issue. Particularly, the packet-based structure of
the IP/MPLS layer and the circuit-based construction of the
optical layer have to be harmonized. This means that any
lightpath bundles several LSPs, characterized by different
bandwidth attributes. The bandwidth attribute of each LSP
belonging to the IP/MPLS layer varies over a continuous
range, while the lightpath bandwidth is fixed to the wave-
length channel bit rate.

Different deployment scenarios can be envisaged for opti-
cal networks based on GMPLS concepts, with overlay and
peer as the extremes [4]. Each of them defines a different
level of interworking between the IP/MPLS and optical layers.
The overlay model is based on a client-server approach. In
this context, the optical layer acts as a server of the IP/MPLS
layer. The control planes are separated in this case and com-
municate with each other by means of a standard user–net-
work interface (UNI) [16]. In this case the IP/MPLS network
asks for a connection, and the optical network manages its
resources in order to set it up according to the SLA. In the
peer model a single control plane manages the whole net-
work. In this way all the nodes, both the IP/MPLS and optical
ones, act as peers sharing the same complete topological view.
This allows a network operator to have a single domain com-
posed of different network elements, providing greater flexi-
bility. The price for this is the amount of information that has
to be handled by any network element. The deployment sce-
nario has an impact on routing strategy. In particular, two
main strategies can be adopted in a GMPLS-based network:
single-layer and multilayer. In a single-layer approach, the
LSPs are aggregated by edge LSRs into lightpaths. At this
point the connection requests are expressed in terms of the
number of wavelengths requested by each pair of optical
nodes. The optical layer is then responsible for finding the
routes for the optical LSPs and assigning the wavelengths (i.e.,
solving the routing and wavelength assignment, RWA, prob-

■■ Figure 2. LSP hierarchy in GMPLS.
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lem) [17, 18]. In a multilayer
approach the aggregation and routing
are jointly performed, allowing an
LSP to be routed on a concatenation
of lightpaths in a single routing
instance and leading to efficient use
of network resources [19, 20]. It is
logical that awareness of the status of
all network elements and the possi-
bility to manage the whole set of net-
work resources allow more efficient
routing functions to be performed.

Regarding QoS handling, GMPLS
can reserve bandwidth for individual
LSPs at any hierarchical level.

The potential of a GMPLS control
plane in terms of advanced TE capa-
bilities, provided by cooperative inter-
working among layers, is remarkable,
but the feasibility of a simple and effective TE solution is still
challenging. In effect, different technological and architectural
aspects have an impact on the practical implementation of TE
strategies, in terms of:

Complexity of the CBR function: The realization of such a
function, taking into consideration simultaneously all network
and user constraints in a network made of many and hetero-
geneous network elements, is very complex. Thus, a simple
and practical approach is needed for routing.

QoS handling: Managing different QoS requirements for
several classes of services in the network is another complex
task. Specifically, this deals with ways to achieve traffic segre-
gation, routing according to different priority levels, and pre-
emption.

Signaling: In order to be efficient, the CBR has to know
the updated link state of the whole network, and possibly the
map of all the LSPs. This means a huge information flood
through the network. Therefore, it is necessary to find a rea-
sonable trade-off between routing efficiency and amount of
information to be flooded throughout the network.

Prompt reaction to traffic changes: In principle, the net-
work should be able to react to traffic changes promptly. This
requires the possibility of realizing dynamic routing of data
flows according to such requests. This could also lead to strin-
gent technological requirements for the nodes at all levels.
Moreover, online routing leads to nonoptimal routes com-
pared to global routing performed offline. Thus, it is neces-
sary to find a reasonable combination of dynamic routing
facilities and static routing.

Enhanced Signaling
The development of GMPLS requires a suitable extension of
MPLS signaling and routing protocols in order to manage het-
erogeneous technology [14].

This means that the routing protocols, such as Open Short-
est Path First with TE (OSPF-TE), have to perform flooding
of detailed and updated topology information and attributes
for each link at different network layers, and signaling proto-
cols such as RSVP-TE have to handle the generalized label
concept to support the establishment of LSPs at any hierarchi-
cal level [21]

As a result, extended routing and signaling protocols have
to cope with a huge and heterogeneous amount of informa-
tion in respect to a pure MPLS-based network, leading to
scalability issues. For instance, the overall number of links in
an optical network can be several orders of magnitude bigger
than in an MPLS network. To address such an issue the con-
cept of link bundling has been introduced [4]. In fact, similar

optical parallel links can be aggregated to form a bundle for
routing purposes. On the other hand, the signaling of each
individual component of the bundle requires a new protocol,
introduced specifically for link management in the optical net-
works, called Link Management Protocol (LMP) [4, 22].
Specifically, LMP is responsible for:
• Establishing and maintaining control channel connectivity
• Verifying the link physical connectivity
• Rapidly identifying link, fiber, and channel failure within

the optical domain
However, the efficiency of CBR depends not only on the

amount of disseminated information on network topology and
resource availability, but also on the frequency of information
updating. The more detailed and up-to-date the information
collected in the link state database, the better the routing
decision is likely to be. Dynamic link state routing suffers this
problem, especially due to the fast changeability of the con-
straints to be considered.

These issues could be addressed by inheriting mechanisms
already used in the MPLS network, such as threshold methods
that avoid excessive flooding or methods based on a timer set-
ting an upper bound on flooding frequency [23]. However, in
a GMPLS scenario, these mechanisms could be insufficient to
make a completely dynamic link state routing approach feasi-
ble. This is a further reason to use a hybrid routing approach,
as mentioned earlier. In this way the dependence of route
computation on flooding information is relaxed.

A Traffic Engineering System for
New-Generation Optical Networks
The main requirements for a TE system of an NGN can be
summarized as follows:
• Optimize the use of network resources (e.g., link bandwidth

and node throughput) by means of “elastic” use of the
bandwidth resource.

• Actualize the bandwidth-on-demand concept.
• Support different classes of service (CoSs), including real-

time traffic (e.g., the CoS foreseen in the differentiated ser-
vices, DiffServ, scenario defined by IETF) and guarantee
the required QoS.
The basic idea of the proposed TE system lies in a hybrid

routing approach, based on both offline and online methods,
and bandwidth management systems that allow QoS require-
ments to be fulfilled.

Specifically, since the offline procedure is not subjected to
strict computational time requirements and does not need

■ Figure 3. The multilayer reference network scenario.
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information dynamically disseminated by routing protocols, it
is convenient to adopt a multilayer approach that allows opti-
mization of network resources, as explained earlier. Due to
the fact that traffic changes are not easily predictable and can
appreciably vary the traffic distribution itself, it is necessary to
use online procedures that allow new requests to be sequen-
tially accommodated on demand. This function is realized by
the dynamic routing function, which takes as input individual
connection requests, and attempts to route them in such a
way as to prevent congestion. Besides the routing functions,
the TE system makes use of bandwidth modifying mechanisms
foreseen by the MPLS model in order to provide the band-
width to a given connection just for the time it is actually
requested, aiming to improve resource utilization (i.e., flexibil-
ity) in the network. In fact, bandwidth modifying mechanisms
allow the bandwidth attribute of any LSP to be varied accord-
ing to specific requests. If modify operations are permitted
(i.e., no congestion is foreseen along the considered path), TE
allows the bandwidth attribute to be modified. When band-
width is reduced, the portion of bandwidth that is released is
put at the disposal of the network in order to accommodate
new requests. If bandwidth is increased, the TE provides more
bandwidth to that connection while maintaining the old route
for that path. If the modify operation is not allowed, TE can
decide to either reject that request or reroute that connection
on another path. The dynamic routing function is therefore
used to either accommodate online new traffic requests that
can be originated by unpredicted demands, or reroute some
portion of the traffic in order to prevent congestion in those
cases when bandwidth modification cannot be done, preserv-
ing the old routes. In this way, the bandwidth resource
throughout the network is effectively used according to traffic
demands, and all the connections are associated with an “elas-
tic” bandwidth attribute that can increase or decrease accord-
ing to the specific request. However, if QoS has to be assured,
it is necessary to introduce some mechanisms to handle possi-
ble congestion and solve contention among different requests.
For this reason it makes sense to introduce some priority
mechanisms in order to assign resources to higher-priority
LSPs at the expense of lower-priority ones when needed. For
instance, lower-priority LSPs could be preempted if they con-
sume network resources needed by higher-priority LSPs.

The considered TE system makes use of priority mecha-
nisms to distinguish among different classes of services and
handle network resources in order to manage such priorities.
Furthermore, the proposed TE system is able to assure the
bandwidth to all those connections that cannot tolerate any
degradation of QoS parameters. From now on we will refer to
such connections as premium paths. In order to do that, this
system assigns the route, during the path provisioning phases,
to the entire set of premium LSPs, providing them the maxi-
mum bandwidth attribute those connections could require
during their life, and makes use of a specific component that
is able to make those routes available in any traffic condition.
This component, the bandwidth engineering (BE) module,
operates in an attempt to optimize the use of network
resources and prevent congestion by rerouting a selected por-
tion of LSPs that occupy the bandwidth required by higher-
priority LSPs and, if it does not succeed in finding alternative
routes for such LSPs, preempting them.

It is useful for practical purposes to distinguish between
two main groups of LSPs. The first type of LSP relates to the
premium traffic, and can be referred to as highest priority
(HP) LSPs. The second relates to all other types of lower-pri-
ority LSPs and can be referred to as LP LSPs. This second
group could be further classified into several classes (e.g.,
LP1, LP2, etc.) according to level of priority. While the HP

LSPs are guaranteed at any time and in any traffic condition,
whatever their bandwidth attribute up to the maximum allow-
able value agreed, in megabytes, by the SLA, all the LP LSPs
are not guaranteed and compete among themselves according
to the different levels of priority. For instance, an LP1 LSP
can preempt an LP2 or LP3 LSP, and so on.

In this way both HP and LP traffic is served on demand,
but HP traffic routes are precalculated during the path provi-
sioning phase and fixed, while LP traffic routes can be dynam-
ically changed according to different load conditions and
priority policy. Specifically, LP LSPs can be rerouted or even
preempted to prevent congestion, according to their level of
priority.

In all, the proposed TE system consists of an efficient inte-
gration of the different building blocks performing the path
provisioning function (offline routing), dynamic routing
(online routing), and the BE function that is able to actualize
the elastic bandwidth concept. Such an integrated solution
provides flexible and dynamic utilization of network resources
in order to face a consistent variation of traffic distribution
due to the unpredictability of Internet traffic and traffic
demands varying with time, and concurrently to accommodate
the largest amount of traffic while guaranteeing the desired
bandwidth attribute for premium connections at any time,
whatever the traffic demand. Obviously, the performance of
the TE system depends on the specific implementation of the
different building blocks. To better explain how the system
operates, it is useful to discuss the main building blocks that
constitute the TE system and describe the main events han-
dled by the TE system.

Building Blocks
The TE system utilizes three main building blocks for its oper-
ations:
• A path provisioning module (PR)
• A dynamic routing module
• A BE module

Before explaining how TE works in normal operations and
how it reacts to relevant events, it is worth explaining how the
key building blocks perform.

The building blocks constituting the TE systems are listed
here.

Path Provisioning Module (PR) — The path provisioning module
action is illustrated in Fig. 4. It calculates offline the routes
for all foreseen connections, according to a traffic matrix that
describes the traffic relationships between each network node
pair, on the basis of the physical topology of the network and
information about network resources (e.g., presence of wave-
length conversion inside the OXCs, link capacity). The traffic
matrix, which accounts for different types of traffic, is evaluat-
ed by the operator on the basis of either the agreements stip-
ulated with clients or the estimation made through statistical
evaluation. In a two-layer network architecture the global
path provisioning problem can be schematized in two steps:
• Design a logical topology of the optical layer, that is, set the

lightpaths (i.e., the λLSPs) and their physical routes
• Routing the LSPs at the IP/MPLS layer onto the logical

topology
Typically two subproblems are separately performed: first, the
LSPs are suitably groomed according to a given objective func-
tion (e.g., the cost of electronic and optical multiplexing
devices); then lightpath provisioning is achieved on the basis of
a traffic matrix expressed in terms of number of wavelengths.
These approaches can be regarded as single-layer [17,18]. The
proposed system operates in a multilayer fashion, by simulta-
neously solving grooming and routing of LSPs, and RWA of
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optical paths (i.e., lightpaths). Thus, close interworking
between the MPLS and the optical layers is realized, as
mentioned earlier. The path provisioning algorithm has
an objective function that must fulfill two criteria:
• Minimize the number of lightpaths in order to opti-

mize data flow aggregation
• Minimize the number of lightpaths an LSP spans dur-

ing its travel throughout the network to reduce the
number of times it is electronically processed inside
the nodes (LSRs) [19]
In order to allow the DR module to easily react to traffic

changes, it may be opportune to introduce a suitable overpro-
visioning at the optical level. Specifically, by limiting the band-
width of each wavelength constituting the lightpaths, more
lightpaths are set up in the provisioning phase. As a result, the
DR module can operate on a logical topology provided by the
PR module, which is enforced more just where the traffic is
expected to be [24].

Dynamic Routing Module — The DR module evaluates the
route for a single LSP request at a time, expressed in terms of
source and destination nodes and bandwidth requirements.
Route computation is performed considering the actual link
state status of both the MPLS and optical layers, which is
learned by flooding of routing protocols such as extended
OSPF. Basically, the DR algorithm finds a route aimed at bet-
ter utilizing network resources by using less congested paths
instead of shortest, but heavily loaded paths. In order to find
the route, the DR algorithm has to fulfill at the same time
two criteria:
• Finding a route so that the traffic is evenly distributed on

the MPLS layer
• Bundling the LSP onto the lightpaths to increase the proba-

bility of finding available wavelengths for subsequent con-
nections demanding even large bandwidth

This means that the DR algorithm favors the choice of less
congested routes that contain less loaded links at the MPLS
layer, and chooses more occupied wavelengths at the optical
layer in order to efficiently aggregate LSPs into lightpaths.
Specifically, the DR accomplishes this by means of a proper
weight system that takes into account not only the number of
hops, but also the capacity available in any link and on indi-
vidual wavelengths [20]. Even the online routing procedure
applies the same considerations made for the PR module
about interworking between the MPLS and optical layers.
Thus, the grooming and routing functions are simultaneously
accomplished. A simple and fast realization of a DR module
can operate using just the logical topology of the optical net-
works provided by the PR module. It means that the DR can-
not set up new lightpaths. In this case, suitable
overprovisioning, mentioned in the above PR module descrip-
tion, facilitates the task of DR. In fact, a limited increase of
network resources could lead to a significant increase of per-
formance of DR even in critical loading conditions [24]. The
opportunity of setting up new lightpaths dynamically may be
worth investigating in a future work.

Bandwidth Engineering Module — The TE system is based on
elastic use of bandwidth: the bandwidth can be temporarily
released by higher-priority LSPs and put at disposal of all the
lower-priority LSPs. This can be done provided that the band-
width is immediately given back to high-priority traffic as soon
as needed. Therefore, a function is needed to handle preemp-
tion of lower-priority LSPs or, even better, to move lower-pri-
ority traffic onto less congested routes. In fact, when a
higher-priority LSP requires more bandwidth and at least one
link on its path is congested, the BE module is invoked to

make the required bandwidth available. The most rudimenta-
ry BE module can be represented by a preemption module
that tears down all the LSPs whose priority level is lower than
that of the LSP to be accommodated. An advanced version of
a BE module consists of a system that uses a priority policy to
select the LSPs to be removed and tries to reroute them on
alternative paths, and eventually tears down those paths it
does not succeed in rerouting [25]. In fact, the BE module
contains:
• An algorithm to properly select the LSPs to be removed in

an attempt to minimize the amount of traffic to be torn
down

• A dynamic routing algorithm that can be the DR module
itself

The BE module is invoked anytime there is a need to prevent
congestion on a certain route.

Other key elements of the TE system are the databases
where all the information required is recorded. In principle,
three basic information components are needed:

Routes database (RDB): The RDB contains all the routes
calculated offline by the provisioning module. For each route
the source-destination nodes pair, classes of service, client
identification, and bandwidth are also specified. The band-
width value read in the RDB refers to:
• The MB value in case of HP flows as set by the SLA
• The value considered in the traffic matrix, which can repre-

sent either the average or minimum bandwidth according to
the network operator policy
TE database (TED): It contains the status of each link and

its attributes (e.g., available bandwidth, reserved bandwidth)
and is continuously updated by means of information flooding
achieved through routing protocols (e.g., OSPF-TE).

Dynamic LSP database (DLD): It reports detailed informa-
tion on the status and attributes of each current LSP in terms of
source-destination pair, route, classes of service, and bandwidth.

TE System Operations
In order to better understand how the TE system works, sev-
eral possible events have to be taken into consideration. In
the following we describe the different events and how the TE
system reacts to those events, as illustrated in Fig. 5.

The considered events are listed below.

Global Path Provisioning Request — In traditional telecom
infrastructures, global optimization of LSP routes as per-
formed in the provisioning phase happens quite rarely. In
NGNs this may occur anytime there is a significant change in
traffic distribution. For instance, the introduction of a new
ISP in the network area providing a different pricing policy or
new services may lead to a significant variation of traffic dis-
tribution, or the network operator (or the carrier) establishing
new contracts with old or new customers may require redesign
of the traffic flows in the network. Such external events trig-
ger the provisioning module. In this condition the PR module
operates, finding an optimal solution for all the routes relating
to all the CoSs. The PR module provides the routes to indi-
vidual LSPs, possibly aggregating them in bigger data flows
such as wavelength channels (or lightpaths).

■ Figure 4. Sketch of the provisioning module.
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Bandwidth Decrease Request — Any LSP can request to
decrease its bandwidth attribute in a certain period. If the net-
work operator can manage this situation, the advantage for
the client is that he/she can pay less, because he/she consumes
less bandwidth, while the advantage for the network operator
is that it can use the network resource to serve other traffic
requests. In this case the TE achieves the bandwidth modifica-
tion according to known MPLS mechanisms, and updates the
relevant information in the databases, thus making available
the released bandwidth to accommodate new requests.

Bandwidth Increase Request — The events relating to band-
width increase requests are sketched in Fig. 6. The TE checks
if the LSP requesting more bandwidth belongs to the HP
group (a) or not (b).

a) In the first case, it verifies if the requested bandwidth
does not exceed the amount of bandwidth specified in the
SLA. If the request does not respect the agreement, it is

rejected by the TE system; otherwise,
the TE system achieves the modify
operation and checks if there is any
congestion in any of the links crossed
by that LSP. If there is no congestion
at all, the TE accomplishes the band-
width increase and updates the rele-
vant databases. Otherwise, it invokes
the BE module, which removes some
lower-priority LSPs sharing one or
more links of the considered route in

order to make available the desired portion of bandwidth
for the HP LSP. Finally, the TE system performs the band-
width increase and updates the databases. In the mean-
time, the BE module will try to reroute the removed LSPs
toward less congested routes. The BE module will tear
down the LSPs it did not succeed in rerouting.

b) If the requesting LSP does not belong to the HP
group of LSPs, the TE achieves the modify operation. If
there is not enough available bandwidth to fulfill the new
request, the TE system invokes the BE module as in the
previous case. In this case it is not assured that the BE is
able to accommodate the request. If unsuccessful the TE
system will reject the request. Note that in this way the TE
system makes use of all the available network resources in
an attempt to accommodate most of the connection
requests while honoring the QoS agreements. Any LSP
pays the bandwidth it consumes for a certain amount of
time, thus realizing bandwidth-on-demand service.

■ Figure 5. Events handled by the TE system.
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■ Figure 6. Workflow of the TE system operation in response to bandwidth increasing requests, relating to a) HP LSPs; b) LP LSPs.
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Connect ion Request for a New HP LSP — This event is
shown in Fig. 7a. When a new HP LSP not predicted by the
traffic matrix during the provisioning phase has to be
accommodated, the operator can decide to try to accommo-
date the new request without providing global optimization
by means of a new provisioning phase. In this case, the
operator can verify the possibility of accommodatiing the
new request provided that the new HP LSP does not com-
pete with the other HP LSPs already foreseen and has as
little impact as possible on the LP LSPs accommodated in
the network. This can be done by calculating the new route
with the dynamic routing algorithm on a slimmed network
topology. Such a slimmed topology can be obtained by tak-
ing the current topology (recorded in the TED) and lower-
ing on the links the amount of bandwidth corresponding to
the maximum value of already existing HP LSPs. If the new
route is found, the new connection request is accepted; oth-
erwise, the topology is further modified by increasing the
amount of bandwidth on the links that is needed to accom-
modate the new request, by assuming to preempt one or
more lower-priority LSPs. Such a procedure is iterated until
the DR finds a new route, or when, even preempting all
possible LSPs belonging to classes lower than that of the
new LSP, the DR cannot find any solution. At the end, if
the route is found, the BE is finally invoked to work on that
found route and performs its function to actually rereoute
or even preempt lower-priority LSPs.

Connect ion Reques t  for  a New LP LSP — This event is
sketched in Fig. 7b. This is a common event. The TE invokes
the DR and tries to accommodate the new request. If it does
not succeed, the same procedure described in the previous
point applies, except for the initial operation that slims the
topology.

Characteristics of the Proposed Traffic
Engineering System

The proposed strategy presents several advantages, consider-
ing both performance improvements, with respect to conven-
tional IP/MPLS systems in terms of traffic accommodated
while guaranteeing QoS requirements, and feasibility.

The performance improvements basically lay in two key
aspects of the proposed solution: the features of the hybrid
routing solution, and the realization of the elastic bandwidth
concept.

The hybrid routing solution benefits from the advantages of
both offline and online procedures. In fact, the path provi-
sioning achieved offline allows the best use of network
resources to be attained for all cases in which the traffic can
be reasonably predicted; while the dynamic routing function,
performed online, provides a prompt reaction anytime it is
required to route or reroute LSPs within the multilayer net-
work. In particular, the fact that the network control is aware
of all the network elements and is able to manage the whole
set of resources is fully exploited by the multilayer PR module
to compute routes in an optimal way [19]. On the other hand,
the knowledge of the actual status of the network as it changes
with time is exploited by the DR for finding routes on the
basis of individual requests made on demand with the band-
width constraint [20]. Clearly, the performance of the DR is
based on its knowledge of network status. A detailed and
updated network status requires a considerable information
flood to be disseminated throughout the network by signaling.
We demonstrate that the performance of such a hybrid
approach is convincing even in cases where traffic demand
changes appreciably with respect to the original traffic matrix
[24]. In fact, the simplicity and robustness of the DR algo-

■ Figure 7. Workflow of the TE system operation in response to new connection requests, relating to a) HP LSPs; b) LP LSPs.
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rithm allows the data flows to be suitably distributed through-
out the network, preventing congestion even in critical situa-
tions.

The concept of bandwidth elasticity is illustrated in Fig. 8.
The basic idea is to make available the portion of bandwidth
temporarily released by high-priority traffic in order to accom-
modate other requests with lower priorities. Actually, the TE
system does not waste bandwidth, since the HP traffic occu-
pies only the amount of bandwidth it really needs in a certain
period, and the temporarily released bandwidth is put at the
disposal of all the other LP services. At the same time, TE
does ensure the required bandwidth for all the HP services, by
immediately giving back the desired amount of bandwidth on
specific request. This is made possible by the BE concept that
not only achieves preemption mechanisms to free the band-
width according to a proper priority policy, but is able to rear-
range traffic flows by means of intelligent rerouting.

Altogether, the proposed TE solution favorably applies in a
scenario where the actual traffic entering the network changes
with time and is not completely predictable. It allows a large
amount of traffic to be accommodated with respect to tradi-
tional methods based on overprovisioning, while guaranteeing
the desired bandwidth attribute for premium connections at
any time, whatever the traffic demand.

A basic realization of the TE solution could also make use
of simpler building blocks (e.g., using a single-layer approach).
In fact, due to the modular structure of the TE system, each
building block can evolve almost independently and can be
upgraded in order to contribute to the improvement of the
overall performance of the system without affecting the appli-
cability of the solution.

A key issue is the practical feasibility of the proposed solu-
tion. It uses the known framework of the MPLS control plane
and its extensions, which utilize updated versions of well
assessed Internet protocols. Specifically, the proposed TE
employs key MPLS functionalities such as explicit routing,
modification, and preemption, and provides the means to per-
form CBR functions automatically via suitable signaling and
routing protocols. These functions are consolidated by the
progress of standardization activities in different bodies, such
as IETF, Optical Interworking Forum (OIF), and Internation-
al Telecommunication Union — Telecommunication Stan-
dardization Sector (ITU-T), where the GMPLS model and
relevant network interfaces are going to be fixed. While the
network paradigm is quite consolidated, it is not yet clear how
these functions must be implemented. In the following some
relevant issues related to the realization of the TE solution
are given, without going into implementation details.

One of the most significant impacts of the convergence of

datacom and telecom relates to network control and
management (NC&M) functions [26]. These have a
strong impact on the way the control is structured:
the datacom world pushes for a distributed approach,
while the telecom world favors a centralized one. In
particular, the use of signaling/routing protocols
coming from the datacom world allows automation
of some TE operations, such as path setup. The typi-
cal requirements of the telecom world claim a cer-
tain efficiency of TE operations. A key issue relates
to the type of information that needs to be flooded
and the frequency of information updating, as dis-
cussed earlier. In the following the realization of the
proposed TE solution is discussed. It could be useful
to distinguish among TE operations that can be per-
formed offline, such as HP route calculation, global
path optimization, and lightpath setup/teardown; and
TE operations that are performed online, like LP

route calculation for LSP setup/rerouting, and preemption.
The former type of operations can easily be achieved in both
distributed and centralized ways, since the information stored
in the databases, as described earlier, is available and updat-
ed, so there are no stringent requirements to be met in terms
of speed or delay. More relevant is the application of the
online TE operations (i.e., CBR and preemption). Here the
main issue relates to the specific strategy for preemption. In
fact, as described in previous sections, CBR operations just
need the information stored in both the RDB and TED. The
former is updated offline and the latter dynamically by routing
protocol flooding. Differently, preemption needs the DLD
database, where the LSP map is stored, besides the RDB and
TED databases. Assuming the current status of the MPLS
protocol suite defined by the standards, the network control is
not able to learn the LSP map for the entire network; each
node can know only the LSPs it manages (i.e., the node main-
tains information just for those LSPs that originate, end, and
transit through it). Therefore, each node can preempt only
the LSPs it controls. This could lead to nonoptimal choices,
with respect to either each node having knowledge of all the
LSPs throughout the network (but this leads to modifying the
standards somewhere), or a management entity knowing the
status of all LSPs throughout the network. Clearly the applica-
tion of the TE solution assuming centralized control is
straightforward. As a result, even if addressing the issue of the
choice between a centralized or distributed approach is
beyond the scope of this article, a relevant fact is that the pro-
posed TE system can be achieved in both ways, even if with
different features and performance. In particular, we demon-
strated the feasibility of the distributed approach in [27],
where experiments on a real testbed are reported.

Furthermore, it is to be highlighted that the TE system can
be utilized in different segments of the network: from the
edge of the core network to the metro area, up to the back-
bone network. What changes in such network segments is the
traffic aggregation volumes and the dynamic variability of the
traffic itself. In fact, while the backbone traffic is more stable
and aggregated on larger data flows, in the edge of the core
network the data flows are much smaller and more variable
with time. What changes in those cases is the balance between
utilization of offline and online routing.

Perspectives and Conclusions
Traffic engineering will be the key feature for the realiza-

tion of flexible networks able to make effective use of network
resources and provide bandwidth-on-demand services. This
capability will characterize new-generation network infrastruc-

■ Figure 8. The concept of bandwidth elasticity.
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tures required to support different types of services, with sev-
eral levels of quality of service. While the main paradigm
related to the GMPLS control plane is well assessed, as wit-
nessed by the progress of work within the standardization
bodies, the architectural aspects that will allow the advanced
concepts of traffic engineering to be concretely achieved rep-
resent a still open issue. In fact, the realization of effective
constraint-based routing algorithms, preemption and rerouting
approaches, and adequate signaling is still debated.

The article reports a possible strategy to practically imple-
ment traffic engineering in multilayer networks taking advan-
tage of GMPLS control plane features. Such a solution is
based on a combined use of offline and online routing, and a
novel approach to guaranteeing QoS, preventing congestions,
and effectively handling preemption and rerouting of data
flows.
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